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Introduction

• Large-scale pre-trained language models achieve impressive empirical 
success at a price -- computational inefficiency due to
• More complexed operations such as self-attention

• Extreme overparameterization

• E.g., BERTLarge has over 340M parameters and T5 over 10B

• Such complexity results in many drawbacks
• Long inference time due to computational inefficiency

• Data-hungry and resource-demanding pre-training is necessary

• Most compression works focus on reducing inference time and resources



(Early-bird) Lottery Tickets

• Lottery Ticket Hypothesis (LTH) [1] suggests the existence of highly 
trainable sparse networks at random initialization – winning tickets

• However, LTH has two drawbacks
• The method for finding winning tickets (IMP) is computationally expensive

• Only unstructured sparsity is achievable – hard for acceleration

• Early-bird Lottery Tickets [2]
• Structured sparsity

• Emerge early during training

• But with (acceptable) performance drops

[1] “The Lottery Ticket Hypothesis: Finding Sparse, Trainable Neural Networks”, Jonathan Frankle & Michael Carbin, ICLR 2019.
[2] “Drawing Early-Bird Tickets: Toward More Efficient Training of Deep Networks”, Haoran You et al., ICLR 2020.
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How to Search EarlyBERT Tickets?

• We follow the main idea of Network Slimming (NS) [3]
• Batch normalization is not used in most NLP models

• We manually add learnable coefficients to
i. Multi-head self-attention modules

ii. Intermediate neurons in the feed-forward networks (FFN)

[3] “Learning efficient convolutional networks through network slimming”, Zhuang Liu et al., ICCV 2017.
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How to Draw EarlyBERT Tickets?

• We train the coefficients along with the model parameters, with 𝑙1 regularization
loss to promote sparsity

• When the coefficients are sufficiently trained, we prune self-attention heads and 
the intermediate neurons whose coefficients have smallest magnitudes
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The Overall EarlyBERT framework

I. Searching Stage

II. Draw EarlyBERT Tickets

III. Efficiently train the EarlyBERT 
tickets. Pre-train OR Fine-tune

Dense training. Need to sufficiently
train the coefficients.

Take the sub-structure that is essential
for the performance. No extra cost.

Enjoy (i) computation efficiency due to
structured sparsity; and (2) data efficiency
due to reduced parameter complexity.



EarlyBERT Tickets Emerge Early
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EarlyBERT Finds Non-Trivial Subnetworks

• Compare
a) BERTBase

b) EarlyBERTBase

c) Random pruning

• Only self-attention heads
are pruned here



Empirical Results – Fine-tuning

• We empirically evaluate EarlyBERT on GLUE and SQuAD tasks
• We prune 4 self-attention heads in each layer

• We prune 40% intermediate neurons globally



Ablation Studies

(a) Performance-Efficiency Trade-off

(b) Data Efficiency of EarlyBERT

(c) Regularization and pruning method



Empirical Results – Pre-training

• We perform 400 steps of training during the searching stage

• During the ticket-drawing stage
• We prune 4 self-attention heads in each layer

• We prune 30% intermediate neurons globally

• The EarlyBERT ticket is then pre-trained with reduced number of steps



Thank you for your attention!

Our paper Our GitHub

Welcome to contact me for further questions or 
discussion via xiaohan.chen@utexas.edu
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